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Generation of Speech Signals

Source- filter principle:

Ç An airflow, coming from the lungs, excites the vocal cords for voiced 
excitation or causes a noise-like signal (opened vocal cords).

ÇThe mouth, nasal, and pharynx cavity are behaving like controllable 
resonators and only a few frequencies (called formant frequencies)
are not attenuated.
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Source-Filter Model for Speech Generation
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Properties of Speech Signals

ÇSpeech signals can be modeled for short periods (about 10 ms to 30 ms) as weak stationary.
This means that the statistical properties up to second order are invariant versus temporal shifts.

ÇSpeech contains a lot of pauses. In these pauses the statistical properties of the background noise can be estimated.

ÇSpeech has periodic signal components (fundamental frequency about 70 Hz [deep male voices up to 400 Hz [voices of children]) 
and noise-like components (e.g. fricatives). 

ÇSpeech signals have strong correlation at small lags on the one hand and around the pitch period(and multitudes of it) 
on the other hand.

Ç In various application the short-term spectral envelope is used for determining what is said (speech recognition) 
and who said it (speaker recognition/verification).

Some basics:
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Wiener Filter ςPart 1

Filter design by means of minimizing the squared error (according to Gauß)

1941: A. Kolmogoroff: Interpolation und Extrapolation von     
stationärenzufälligenFolgen, 
Izv. Akad. NaukSSSR Ser. Mat. 5, pp. 3 ς14, 1941 
(in Russian)

1942: N. Wiener: The Extrapolation, Interpolation, and Smoothing of   
Stationary Time Serieswith Engineering Applications, 
J. Wiley, New York, USA, 1949 (originally published in
1942 as MIT Radiation Laboratory Report)

Independent
development

Assumptions / design criteria:

ÇDesign of a filter that separates a desired signal optimally from additive noise

ÇBoth signals are described as stationary random processes

ÇKnowledge about the statistical properties up to second order is necessary
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Literature about the Wiener Filter

Basics of the Wiener filter:

ÇE. Hänsler/ G. Schmidt: Acoustic Echo and Noise Control ςChapter 5 
(Wiener Filter), Wiley, 2004

ÇE. Hänsler: StatistischeSignale: Grundlagenund AnwendungenςChapter 8 
(OptimalfilternachWiener und Kolmogoroff), Springer, 2001 (in German)

ÇM. S.Hayes: Statistical Digital Signal Processing and Modeling ςChapter 7
(Wiener Filtering), Wiley, 1996

ÇS. Haykin: Adaptive Filter Theory ςChapter 2 (Wiener Filters), Prentice 
Hall, 2002
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Wiener-Filter ςTeil 2

Wiener
filterSpeech

Noise

Application example:

+

Speech (desired signal)

Noise (undesired signal)

Model:

The Wiener solution if often applied 
ƛƴ ŀ άōƭƻŎƪ-ōŀǎŜŘ ŦŀǎƘƛƻƴέΦ
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Wiener Filter ςPart 3

Time-domain structure:

FIR structure: Optimization criterion:

This is only one of a variety of optimization 
criteria (topic for a talk)!
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Wiener Filter ςPart 4

Assumptions:

ÇThe desired signal          and the distortion          are uncorrelated and have zero mean, i.e. they are orthogonal:

Computing the optimal filter coefficients:
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Wiener Filter ςPart 5

Computing the optimum filter coefficients (continued):

Inserting the error signal:

Exploiting orthogonality of the input components:

¢ǊǳŜ ŦƻǊ ƛ Ґ л Χ b-1.
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Wiener Filter ςPart 6

Problems:

ÇThe autocorrelation of the undisturbed signal is not directly measurable.

Solution:                                            and estimation of the autocorrelation of the noise during speech pauses.        

ÇThe inversion of the autocorrelation matrix might lead to stability problems (because the matrix is only non-negative definite).

Solution:   Solution in the frequency domain (see next slides).

ÇThe solution of the equation system is computationally complex (especially for large filter orders) and has to be computed 
quite often (every 1 to 20 ms).

Solution:   Solution in the frequency domain (see next slides).

Computing the optimum filter coefficients (continued):
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Solution/Approximation in the Frequency Domain ςPart 1

Solution in the time domain:

Delayless solution:

wŜƳƻǾƛƴƎ ǘƘŜ αCLwά ǊŜǎǘǊƛŎǘƛƻƴΥ
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Solution/Approximation in the Frequency Domain ςPart 2

Solution in the frequency domain:

Inserting orthogonality of the input components:

Solution in the time domain:
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Solution/Approximation in the Frequency Domain ςPart 3

Solution in the frequency domain:

Approximation using short-term estimators:

Typical setups:

ÇRealization using a filterbanksystem (attenuation in the subbanddomain).

ÇThe analysis windows of the analysis filterbankare usually about 15 ms to 100 ms long. 
The synthesis windows are often of the same length, but sometimes also shorter.

Ç¢ƘŜ ŦǊŀƳŜ ǎƘƛŦǘ ƛǎ ƻŦǘŜƴ ǎŜǘ ǘƻ м Χ нл Ƴǎ όŘŜǇŜƴŘƛƴƎ ƻƴ ǘƘŜ ŀǇǇƭƛŎŀǘƛƻƴύΦ

ÇThe basic characteristic is often extended (adaptive overestimation, adaptive maximum attenuation, etc..
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Solution/Approximation in the Frequency Domain ςPart 4

Frequency-domain structure:

Analysis 
filterbank

Synthesis 
filterbank

Filter characteristic

Input PSD 
estimation

Noise PSD
estimation

PSD = power spectral density
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Solution/Approximation in the Frequency Domain ςPart 5

Estimation of the (short-term) power spectral density of the input signal:

Estimation of the (short-term) power spectral density of the background noise:

Schemes based on
speech activity/pause

destection (VAD)

Tracking of temporal
minima
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Solution/Approximation in the Frequency Domain ςPart 6

Temporal minima tracking:

Scheme with speech activity/pause detection

Bias correction

Constant slighty larger than 1

Constant slighty smaller than 1
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Solution/Approximation in the Frequency Domain ςPart 7
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